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Introdução
Collections of patent documents are an important source of knowledge for research and innovation
and for the productive sector. To analyze large amounts of unstructured data, artificial intelligence
has allowed to improve the extraction of information and transform it into an understandable form.
Patent documents differ from general documents because they present a specific form of expression,
providing structured and unstructured fields, in the form of texts and/or images (Sun et al., 2021).

Problema de Pesquisa e Objetivo
The article seeks to answer the following research question: How do artificial intelligence (AI) tools
extract knowledge from textual fields of patent documents? The objective of the study is to analyze
the accumulated knowledge about AI techniques for mining textual fields of patent documents,
identifying the strategies, methods, approaches and patent fields explored.

Fundamentação Teórica
In text mining, keyword extraction is critical, having a significant influence on subsequent analytical
results (Hu et al., 2018). The extraction of key terms from unstructured fields of patent documents is
a challenging task, due to the form of expression in different domains of technology (Liwei, 2022). In
massive textual data analysis through AI, unstructured text content is converted into a formal,
machine-readable representation for automatic processing, improving information extraction.

Discussão
The Systematic Literature Review (SLR) selected 69 articles, published from 2018 onwards, by
consulting the Scopus and Web of Science databases. The keyword extraction method (supervised,
unsupervised  or  semi-supervised);  the  text  mining  approach (machine  learning,  deep learning,
Natural Language Processing (NLP)); the type of text mining approach (keywords, Subject-Action-
Object, Property-Function), the methodology and the patent field explored.

Conclusão
In the field of AI, NLP is still predominantly used to extract patent information. However, there is a
growth in the use of deep learning and machine learning techniques, mainly due to the difficulties in
processing the large amount of data. About the keyword extraction method, unsupervised learning
stands out. Mining tools explore, with greater emphasis, one to three fields of patent textual data
selected from title, abstract, claims, detailed description or technical field.
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