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UNVEILING THE NEXUS OF GENDER AND INTERNATIONAL EXPANSION: A 

bayesian network analysis of influencing factors in rapidly growing digital businesses 

 

INTRODUCTION 

 
Globalization resulted in the reduction of trade barriers and the increase of international 

commerce, creating economic and institutional conditions for rapid growth international 
expansion for organizations in both developed and emerging countries (Amal et al., 2013; Luo 
& Tung, 2007). Participation in foreign markets presents itself as an essential competitive 
advantage for organizations, especially to overcome the limitations of the internal market, such 
as low or seasonal internal demand, excessive local competition, and restrictive local 
regulations. International expansion represents an opportunity for organizations to build 
sustainable competitive advantage, however, they must be aware of the trials to which they will 
be subjected, such as different economic and political scenarios, new competitors, new 
regulations and laws, as well as other demands. of quality to which they are not accustomed 
(Amal et al., 2013; García-García et al., 2022). 

International expansion has proven to be an extraordinary commercial outlet for many 
organizations. Some scholars argue that international expansion adds value to organizations 
(Lee, 2008). Specific characteristics of organizations associated with their international 
expansion were studied, and are present in several scientific publications on the subject (Mauri 
et al., 2017). Such organizational characteristics, inherent to international expansion, are well 
documented in international business studies (Chari, 2007; Kotabe et al., 2002; Hymer, 1976), 
pointing out that organizations that expand internationally are subject to their particular 
strategies, in the way they seek to expand their business to other nations (Mauri et al., 2017), 
suffering influence from several factors, including personality traits and individual perceptions 
from CEOs and founders (García-García et al., 2022). Gender may also be a dimension of top 
organizational management that can affect the way the organization builds and executes its 
strategies (Dikova & Brouthers, 2015). 

Gender can be a determining factor in organizational positioning vis-à-vis other 
competitors in the market, as well as in the company's own performance. An important issue 
related to organizational results is the idea that women and men have different behaviors for 
the same issues. The implications of gender on organizational performance are indeed indirect, 
however, certain organizations in the service sector, led by women, showed an expressive 
positive behaviour, due to their greater emphasis on market orientation, when compared to 
organizations with the same profile, but with men at the forefront of their management (Davis 
et al., 2010). 

Several studies have already dealt with the behaviour of senior management, the 
manager's gender and organizational performance. Bertrand and Schoar (2003) analysed how 
the CEO's managerial attitude affects organizational performance, resulting in heterogeneity in 
company performance. Simeon (2001) analysed certain characteristics of top management such 
as age, position and educational background, considering how these are important corporate 
management variables that interfere with the diversification and specialization of an 
organization. Golden and Zajac (2001) found that strategic changes and the organization's 
operational strategy can be achieved by top management attributes. The studies by Chava and 
Puranandam (2010) and Kuo et al. (2014) highlighted that an organization's financial resources 
are significantly influenced by the stimuli given to top management to take risks. Due to the 
great influence of top management on strategic decisions, with significant impacts on the 
direction of the organization, gender diversity and the gender of top management can play an 
important role in corporate decisions (Ullah et al., 2019). 



2 

 

Observing the relevant importance of gender diversity, several developed countries such 
as Spain, Sweden and France, and even emerging ones such as Malaysia, among others, made 
it mandatory that a significant portion of the board of senior management of private and public 
organizations be occupied by women (Nekhili & Gatfaoui, 2012; Terjesen et al., 2014; Ullah et 
al., 2019). Such measures adopted by some countries are corroborated, on some occasions, by 
the fact of the disparity observed in the positions of the top management of the organizations, 
referring to occupation by gender. In the study by Costa Júnior et al. (2023), it was observed 
that most Founders and/or CEOs of fast-growing digital businesses were male, with a 
representativeness of 80% within the study sample. The survey also recommended conducting 
studies on different patterns of growth strategy, based on gender. In order to analyse the 
percentage of gender participation with the top management of organizations, it may be 
necessary to assess a database with a significant amount of information. Making it imperative 
to use a computational model that aggregates and supports the identification of strategic factors 
that may influence the organization's international expansion, according to the strategic option 
adopted by the manager's gender. 

The use of Bayesian Networks (BN) to support decision-making is present in several 
areas of knowledge, especially from the facilitated access to computational tools and 
technologies capable of promoting the rapid development of frameworks that contemplate the 
connection between several variables. The use of a knowledge-based system may allow the 
assimilation of behaviors through probabilistic results obtained from the BN. Another 
advantage of the model comes from the predictions obtained from the simulations; these are 
conceived from real interferences of the data. From the elaboration and execution of the 
network, considering all the study variables, it is possible to measure the degree of uncertainty 
in the results (Silva et al., 2021a). The BN is able to simulate a graphical model that compiles, 
in a satisfactory way, the joint probabilities for several variables, established from previous 
information (Heckerman, 2008). 

Studies on Bayesian Networks have been widely used in several areas of research, such 
as medicine (Julia Flores et al., 2011; Haddawy et al., 2018), defence, robotics and energy 
industries (Lazkano et al., 2007; Munya et al., 2015; Buriticá & Tesfamariam, 2015), project 
management (Silva et al., 2021a), social sciences, including ecology (Lau et al., 2017; Dang et 
al., 2019), finance and economics (Gemela, 2001; Kita et al., 2012), services (de Sá et al., 2018), 
among others. For many years, scholars dedicated to Artificial Intelligence (AI) research have 
included Bayesian Networks for encoding specialized knowledge (Heckerman et al., 1995). 

Thus, based on the importance of international expansion for organizations, especially 
those that adopt a model of rapid growth, as well as the influence that a manager's gender can 
have on the factors that establish an organization's strategic changes, and taking into account 
the need to utilize a probabilistic model such as Bayesian Networks, which appears to facilitate 
understanding of the interconnectedness of data with international expansion and the factors 
that influence this expansion from a gender-related perspective, the current research seeks to 
analyse the factors that influence managers' decisions in the international expansion strategy of 
fast-growing digital businesses, and assess the impact of gender on such decisions. 

 
THEORETICAL BACKGROUND 

International Expansion 

  

Organizations may opt for a gradual approach in expanding their international activities 
due to limited knowledge about foreign markets (Amal et al., 2013). Over the course of more 
than 30 years, researchers have attempted to comprehend the factors that influence 
organizations' decisions to engage in international acquisitions. However, a consensus 
regarding the true motivations behind such choices has yet to be reached (Dikova & Brouthers, 
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2015).Expanding internationally is a resource-intensive and time-consuming process for 
organizations. When organizations reach the execution phase of their international expansion, 
some may reduce the pace of expansion in subsequent periods if they encounter significant 
geographic and cultural differences. These organizations have experienced negative outcomes 
due to the cultural disparities between their operating environment and the organization itself, 
leading to a decline in the rate of international expansion. When faced with substantial 
geographic distance and cultural diversity, some organizations display a reduced inclination to 
expand or struggle to adapt to new environments (Hutzschenreuter et al., 2011). 

The internationalization process within rapidly growing organizations can occur 
through both divestitures and acquisitions involving companies from different countries. A 
study has observed that acquirers of fast-growing organizations, both in the United States and 
Europe, initially prefer acquiring organizations that are in close proximity to their existing 
operational base. Spatial and geographic distance were considered significant factors 
influencing international transactions by the organizations analysed. However, the same study 
revealed noteworthy developments among fast-growing European organizations, resulting in a 
significant increase in their expansion beyond Europe. Correspondingly, American 
organizations demonstrated a heightened interest in fast-growing organizations originating 
from the European continent. Another key finding from the aforementioned study is that both 
North American and European acquirers actively seek out young, fast-growing organizations. 
It was noted that the older a fast-growing organization becomes, the less likely it is to be 
acquired (Pisoni & Onetti, 2018). 

In a different scenario, the internationalization of certain organizations was examined 
from the perspective of three key factors: logistical proximity, a distinctive fast management 
model tailored to the target market, and specific attributes inherent to the organization itself, 
such as skills, size, or accessible resources. These factors serve as motivations for international 
expansion. However, it should be noted that the internationalization process can also impact 
these factors, potentially leading to tensions and necessitating adjustments in the organization's 
strategy. The logistical gap between end markets and the organization's supply chain, the 
responsiveness of the target market to the organization's requirements, and the cultural disparity 
between the destination market and the organization's management model were identified as 
influential aspects. It was observed that if the challenges posed by geographic distance can be 
overcome, the organization can proceed with the internationalization process. However, if 
obstacles related to these factors persist, the international expansion process may become 
stagnant or require reorganization (Runfola & Guercini, 2013). 

Characteristics inherent to organizations, combined with the country of origin, can 
significantly impact the process of international expansion. Two crucial factors are the 
availability of specialized local labour, necessary for incorporating the specific attributes of the 
expanding organization, and the presence of integrated resources. Both these conditions are 
vital for successful organizational expansion. Additionally, the compatibility between the 
organizational management model and the institutional environment of the target destination 
must be taken into account. An institutional atmosphere that is incongruent with the 
organization's behaviour can lead to excessive costs, impeding the development and access to 
additional resources crucial for expansion. Expanding internationally into a new region 
necessitates a combination of skills, capabilities, and resources to surmount barriers. Besides 
location constraints, the fragmentation of the organization's specific attributes exacerbates the 
challenges, restricting the organization's expansion process in the final market (Mauri et al., 
2017). 

In a study involving organizations based in the United States of America, the 
international expansion process exhibited a curvilinear relationship with the organization's 
value. It was observed that organizations should not rush to attain immediate returns following 
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the international expansion of their operations. This is due to the extended period required to 
realize the benefits resulting from the expansion. The positive outcomes of expansion become 
evident only after a certain duration of internationalization has been surpassed; they are not 
observed prior to reaching that threshold (Lee, 2008).In another study focused on Japanese 
machinery organizations, it was noted that the performance of these companies, relative to their 
aspirations, influenced their ability to engage in the process of international expansion. When 
an organization's performance aligns closely with its goals, it becomes more inclined to invest 
abroad. Conversely, organizations tend to distance themselves from international expansion 
when their performance falls short of expectations (Jiang & Holburn, 2018). 

There is a notable distinction between the international expansion processes of 
organizations from developed countries compared to those from emerging countries. 
Organizations based in developed countries typically possess greater access to technologies 
and, consequently, information about their business partners. These factors significantly 
influence their international expansion strategies. In this context, the differences in 
internationalization are not solely attributed to the specific attributes of the organizations but 
also to the unique advantages offered by their domestic markets and the nature of their 
relationships with commercial partners (Amal et al., 2013; Luo & Tung, 2007).Additionally, 
another crucial aspect related to international expansion pertains to the demand conditions 
within the target market. Organizations are more inclined to expand their activities in locations 
characterized by favourable demand conditions for their products and/or services (Nielsen et 
al., 2017). 

Another noteworthy aspect concerning international expansion pertains to the 
inclination of managers to embrace the associated risks (Coviello, 2015). The actions 
undertaken by top management can directly impact crucial changes that either accelerate or 
decelerate the process of international expansion (García-García et al., 2022). It is imperative 
for organizational leadership to recognize that decision-making processes related to 
international expansion are vulnerable to cognitive biases, which may have detrimental effects 
on long-term performance. There is a possibility that managers exhibit an overly conservative 
decision-making approach when pursuing an international expansion strategy, influenced by 
personal experiences with past corporate performance, whether positive or negative (Jiang & 
Holburn, 2018). 

Managers exhibit different attitudes towards risk-taking. Some managers are prepared 
and willing to actively pursue international expansion for their organizations, displaying a 
higher propensity to enter new markets. They may do so with the expectation that assuming a 
higher level of risk, such as venturing into new markets, could yield greater returns. Conversely, 
other managers tend to be more risk-averse, showing hesitation in expanding the organization 
internationally, particularly when it involves entering unfamiliar markets and cultures (García-
García et al., 2022). It is observed that organizational decisions can be influenced by personal 
characteristics of managers. In this regard, the gender of the manager is a dimension that may 
impact how the organization formulates its strategies and actions (Dikova & Brouthers, 2015). 

 
Gender 

 
The gender of a manager can be a decisive factor in an organization's strategic 

positioning regarding market actions and overall performance. It is noteworthy that women and 
men exhibit different behaviors when faced with similar challenges. In a study addressing this 
topic, it was observed that service sector companies led by women displayed a significantly 
positive behaviour, primarily due to a strong emphasis on market orientation, when compared 
to companies with a similar profile but led by men (Davis et al., 2010). Furthermore, differences 
can be observed in how women and men manage their organizations. Women tend to express 
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their ideas in a more concrete manner, while men often employ more abstract communication 
styles. Additionally, it is important to consider that certain investors prioritize relatively 
concrete communication rather than solely relying on abstract communication as a driver for 
long-term development. These observations partially explain the existing gender differences in 
organizational investments (Huang et al., 2020). 

CEOs in the majority of organizations are male, and when there is a change in the CEO 
position, it is highly likely that the successor will also be male. Organizations tend to maintain 
the status quo by appointing successors of the same gender in order to minimize disruptions 
associated with gender transitions. Consequently, this convergence towards maintaining the 
gender disparity contributes, at least partially, to the persistence of gender imbalance in top 
management positions (Zhang & Qu, 2016). A study conducted in London revealed that eighty 
percent of CEOs/Founders were male, further supporting these findings (Costa Júnior et al., 
2023). Another study focused on venture capital firms highlighted a significant 
underrepresentation of female managers at both ends of the spectrum. They are 
underrepresented as providers of venture capital and as recipients of venture capital funding 
(Aidis & Schillo, 2017). Although there may be cases where female managers appear to be on 
equal footing with their male counterparts, a closer examination reveals that women may 
actually face less favourable conditions (Yang et al., 2020). 

Despite possessing similar personal qualifications and comparable financial resources, 
companies led by female CEOs may face disadvantages in terms of their ability to secure 
external capital. Female CEOs often encounter more negative evaluations, which can have 
significant social and economic implications. These factors contribute to a lower likelihood of 
attracting investors for IPOs (Initial Public Offerings) (Bigelow et al., 2012). Furthermore, 
female representation in senior management positions across organizations worldwide, 
particularly in emerging economies, remains significantly low. A study revealed that 56% of 
the organizations analysed did not have a female director on their board of directors. It is crucial 
to promote constructive measures at both the business and government levels to address the 
gender disparity and encourage greater participation of women in top-level organizational 
management (Oba & Fodio, 2013). 

France has taken steps to emulate Norway in promoting gender diversity in the 
management of French organizations through the implementation of a new law. This legislation 
gradually mandates that large corporations must have a minimum representation of 40% female 
managers on their boards of directors, a percentage in line with Norway's female participation 
policy. Prior to this, except for specific instances, French organizations had been less inclined 
to hire female managers due to concerns related to gender diversity. However, the ascent of 
women in management positions is influenced by factors such as family backgrounds, board 
size, and demographic characteristics (Nekhili & Gatfaoui, 2012). Gender diversity in top 
management positions is not solely a concern for developed countries. A study conducted in 
Pakistan observed that excluding women from management roles, particularly from top 
management teams, can lead organizations to make flawed strategic decisions (Ullah et al., 
2019). 

A study conducted on North American organizations revealed several characteristics 
associated with female CEOs. They tend to be younger than their male counterparts, oversee 
smaller organizations, and generate lower percentage returns to shareholders. Interestingly, the 
study found no gender-based disparity in CEO compensation among the analysed 
organizations. This suggests that women receive similar compensation bonuses to men at the 
CEO level, indicating a level of equality in remuneration (Adams et al., 2007). In addition, 
another research study observed that the gender of the CEO can impact the organization's 
correlation with risk. Specifically, CEO gender differences may not have a beneficial effect on 
risk. Consequently, certain organizations should prioritize risk considerations and carefully 
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assess managerial actions to gain a deeper understanding of the organization's financial 
decision-making. Factors related to managerial behaviour play a significant role in shaping the 
direction of the organization (Chava & Purnanandam, 2010). Overall, these findings shed light 
on the dynamics of gender in top leadership positions and highlight the importance of 
considering various factors when evaluating CEO characteristics and their impact on 
organizational outcomes. 

A study conducted in Nigeria revealed that the presence of women in the top 
management team and a higher number of women on the senior management board positively 
impact organizational performance. Specifically, the study indicated that having multiple 
female directors is associated with improved revenues (Oba & Fodio, 2013). Although the 
advancement of female managers to senior positions in organizations has been slow, the 
increasing number of highly qualified women for such roles is challenging negative stereotypes 
surrounding women in senior management positions (Adams et al., 2007). Gender differences, 
along with other attributes, can have significant implications for the strategic actions of top 
corporate management. The gender of CEOs, among other factors, can influence their ability to 
fulfil their responsibilities within the organization (Kaur & Singh, 2019).Considering the 
importance of understanding managers' gender-specific interests in conjunction with 
organizational expansion strategies, the implementation of a flexible and transparent structuring 
method becomes essential. Such a method should aim to provide satisfactory results that aid in 
the decision-making process. Studies utilizing Bayesian Networks have demonstrated 
promising outcomes in meeting these demands (Stritih et al., 2020). 

 
Bayesian Networks 

 
Bayesian networks (BNs) are graphical representations of probabilistic patterns that 

allow for the application of statistically valid and mathematically rigorous techniques to 
perform reasoning in uncertain environments. They are known by various names, such as 
Bayesian belief networks, Bayes networks, expert systems, Bayesian networks, or graphical 
probabilistic networks. BNs focus on the grouping of variables represented as nodes, connected 
by directional arrows. Each variable can have a finite number of mutually exclusive states. 
Nodes and arrows are arranged to form a directed acyclic graph (DAG), where all arrows have 
a specified direction. Directed links between nodes represent the causal relationships or 
dependencies between variables, indicating how one variable influences another (Heckerman 
et al., 1995; Lau et al., 2017; de Sá et al., 2018). The links between nodes are quantified using 
probability tables associated with the variables, allowing for the representation of conditional 
dependencies (Gemela, 2001; Biedermann et al., 2005; Munya et al., 2015). 

In BNs, the nodes represent relevant variables with well-defined meanings within a 
specific inference problem. Nodes without incoming arrows are known as source nodes. 
Relationships between nodes are often described using kinship terminology, such as ancestors, 
descendants, parents, children, and others (Biedermann et al., 2005; Kita et al., 2012; Lau et al., 
2017). Unlike systems based on neural networks or rules, the arrows in a BN do not signify 
data flow. Instead, the arrows represent dependencies that reflect attributes of potential real-
world problems. While some connections between nodes can be interpreted as causal 
relationships, it is also plausible to conceive of links purely in terms of associations. It is 
important to note that there is generally no entirely deterministic influence of one node 
(variable) on another in a BN; therefore, results are obtained through probabilities (Biedermann 
et al., 2005; Lazkano et al., 2007; Buriticá & Tesfamariam, 2015). 

In BNs probability tables are utilized to estimate the likely state of a parent node, also 
known as the root variable. These tables also quantify the dependencies between different nodes 
(variables) within the network. BNs exhibit three types of network connections: serial, 
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divergent, and convergent (Figure 1) (Biedermann et al., 2005; Wang et al., 2013). In divergent 
(see Figure 1(b)) and serial (see Figure 1(a)) connections, changes in the state of node (variable) 
A will impact the outcome of node (variable) C, even if node (variable) B is not instantiated. 
However, if node (variable) B is known, the truth state of node (variable) A no longer affects 
the truth state of node (variable) C, and vice versa. The situation differs for convergent 
connections (see Figure 1(c)). In this case, the intermediate node (variable) B (or any eventual 
descendant in a network with additional nodes) must receive evidence to enable changes in the 
truth state of node (variable) A to affect the truth state of node (variable) C. Nodes (variables) 
A and C in Figure 1(c) share a common child node (variable), node (variable) B. The occurrence 
of the common descendant, node B, can increase the probability of the two independent parent 
nodes, A and C (Biedermann et al., 2005; Kwan et al., 2008; Ruiz et al., 2009). 

 

 
Figure 1. Connection structure of Bayesian networks: (a) serial connections, (b) divergent 
connections and (c) convergent connections. 
Source: Adapted from “Using Bayesian networks in analysing powerful earthquake disaster chains” by J. Wang, 
X. Gu and T. Huang, 2013, Natural Hazards , 68 (2), 509–527. https://doi.org/10.1007/s11069-013-0631-0 

 
(BNs encompass four distinct types of reasoning: diagnostic, predictive, intercausal, and 

combined (Korb & Nicholson, 2011). A crucial aspect in the verification and updating of BNs 
is the incorporation of evidence, which enables network analysts to revise information 
associated with the various nodes (variables) within the BN. This process enhances the 
optimization of BN analysis. Depending on the software employed, BNs can serve as 
visualization interfaces, facilitating the integration of the aforementioned reasoning types 
during analysis. This valuable resource allows BN analysts to dynamically monitor potential 
simulations and explore the impact of multiple evidence scenarios at various stages of analysis. 
The diverse reasoning capabilities of BNs can effectively support network analysts in making 
informed decisions (Taroni et al., 2004; Abolbashari et al., 2018). 

 

 

https://doi.org/10.1007/s11069-013-0631-0
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Figure 2. Types of reasoning in Bayesian networks: (a) predictive reasoning, (b) diagnostic 
reasoning, (c) intercausal reasoning and (d) combined reasoning. 
Source: Adapted from “ Bayesian Artificial Intelligence (2nd ed .)” by K. B. Korb and A. E. Nicholson, 2011, CRC 
Press. 
 

Understanding how each type of reasoning interacts with Bayesian networks (BNs) is 
essential. Predictive reasoning relies on the available knowledge about the parent nodes and 
follows a top-down approach, moving from ascending nodes to descending nodes. Figure 2(a) 
provides an illustration of this reasoning type. Predictive reasoning is employed when 
information is known about the states of the parent nodes, and the BN analyst seeks to determine 
the potential effects these nodes may have on their descendants (child nodes). Diagnostic 
reasoning, depicted in Figure 2(b), examines the effects of potential causes when a specific 
condition is observed as evidence in a descendant node (child node). Consequently, the 
observed belief in the ascending nodes (parent nodes) is automatically updated within the 
network. This reasoning type is employed when exploring future scenarios and simulating 
possible paths within the network. It is particularly useful for organizational strategic planning. 
For instance, if an organization aims to achieve a specific performance level, the BN analyst 
can simulate the desired level within the model, allowing the network to update the probabilities 
associated with the desired actions. These reasoning types, along with their corresponding 
illustrations, demonstrate the versatility and applicability of BNs in various domains, including 
organizational decision-making processes (Biedermann et al., 2005; Korb & Nicholson, 2011; 
Abolbashari et al., 2018). 

In Bayesian networks (BNs), reasoning plays a crucial role in extracting meaningful 
insights from the network structure. Figure 2(c) illustrates an important reasoning type called 
conditional reasoning. It is particularly useful when a node has two parents, and only one of 
these parents is known. Leveraging prior knowledge of one parent, it becomes possible to 
simulate the status of the other parent node. This reasoning approach is highly valuable in 
scenarios where complete estimates of all variables (nodes) are unattainable. There are several 
factors contributing to the lack of information, such as imposed secrecy, time constraints in 
accessing certain information, or organizations' reluctance to share information due to potential 
competition. In complex purchasing environments, for instance, this type of reasoning can 
provide valuable insights even when full information is not available for all relevant variables. 
Another important reasoning type is combined reasoning, as depicted in Figure 2(d). It enables 
the simultaneous examination of the states of a specific node, its parent nodes, and its child 
nodes. As the name suggests, this reasoning type combines multiple aspects within the network, 
offering a comprehensive perspective on the relationships between variables. These distinct 
reasoning types in BNs, including conditional and combined reasoning, provide researchers and 
analysts with powerful tools to navigate complex systems and derive valuable insights (Korb 
& Nicholson, 2011; Abolbashari et al., 2018). 

BNs excel in handling incomplete information sets and facilitating the understanding of 
causal relationships. By integrating Bayesian statistical techniques, they contribute to 
knowledge combination and support decision-making processes. One of the key advantages of 
BNs is their ability to provide an agile approach that avoids overfitting with the available data. 
This allows for the construction of models that effectively utilize and analyse all the pertinent 
information about the problem at hand (Heckerman et al., 1995; Heckerman, 2008). Through 
the construction and execution of the BN, considering all relevant variables, analysts can assess 
the level of uncertainty associated with the actions related to the problem. By conducting 
simulations and comparing different courses of action, probabilistic outcomes can be obtained, 
thereby empowering analysts in the decision-making process. These probabilistic results 
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derived from BNs aid in quantifying and managing the uncertainty associated with complex 
problems, providing valuable insights for decision-makers (Silva et al., 2021a). 

 
METHODOLOGY 

 

The data selection and classification phases employed a descriptive typological 
framework. The preparation and execution phase of the Bayesian Network utilized an applied 
typology (Nassaji, 2015). The structure of the Bayesian Network encompasses both qualitative 
and quantitative approaches (Efe et al., 2018). The qualitative structure, referred to as structural 
learning, is derived from the network's modelling and the reasoning employed in the analysis. 
It captures the observable interdependencies between variables and informs the decision-
making process of the network analyst. Questions of interest, guided by the reasoning 
employed, can be effectively addressed at a qualitative level, focusing on the meaning and not 
just the extent of probabilistic linkages. The main types of reasoning (Figure 2) include 
diagnostic, predictive, intercausal, and combined. This study employed diagnostic reasoning, 
aiming to observe updated results in the ascending variable (parent node) based on simulations 
conducted in the descending variable (child node) (Biedermann et al., 2005; Korb & Nicholson, 
2011; Efe et al., 2018). The quantitative approach, known as parameter learning, assigns 
weights (values) to the connections that reflect the dependencies between variables (nodes), 
distributed within a probabilistic framework. This quantitative approach is rooted in cause-and-
effect relationships derived from the parameters (Efe et al., 2018). 

The survey sample was selected from digital based businesses that participated via 
invitation to networking and business meetings to discuss how to maintain fast growth and 
increase performance. The data includes records obtained from events held in Amsterdam, 
Berlin, London, New York, and Paris. The analysed organizations had to meet specific criteria, 
including a digitally enabled business model, a minimum 20% growth rate over three 
consecutive years, and participation exclusively from founders and/or CEOs who hold primary 
shareholding or occupy top management positions within the company (Costa Júnior et al., 
2023). Given that all organizations met the pre-established criteria, the authors believe that the 
sample represents an unbiased profile capable of providing meaningful insights about the 
analysed population (Saunders et al., 2019). 

The study utilized two dataframe fields: Gender, which provides information on the 
gender of the CEOs and/or founders, and Interested in, which encompasses participants' 
preferences regarding International Expansion, as well as other factors of interest examined in 
the study. These factors include Exits and Acquisitions, Building and managing an effective 
board, Balancing growth vs profit, Growth through acquisitions, Other options to venture 
capital: debt, venture debt & private equity, Pre IPO planning, and None of the above (Silva et 
al., 2022). Upon careful examination of the dataframe, it was determined that the records did 
not require any additional data processing, as both the Gender field and the Interested in field 
were standardized. The sample size is presented in Table 1. 

 
Table 1 

Universe of Research and Sample 

Gender        
 

Masculine 
Year 2016 2017 2018 2019 2020 Total 
Number of 
respondents 

22 163 112 307 67 671 

Feminine Year 2016 2017 2018 2019 2020 Total 
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Number of 
respondents 

11 25 12 46 25 119 

Total 

Respondents 

Year 2016 2017 2018 2019 2020 Total 
Number of 
respondents 

33 188 124 353 92 790 

 
Out of the 1,578 records in the dataset, only 791 respondents provided information about 

their gender. In 2019, one respondent identified their gender as "Other." For the remaining 787 
records, the gender field was left empty. Upon examination of the data frame, it became 
apparent that the records were not organized in a probabilistic structure, which is the standard 
format for constructing Bayesian Networks (BNs). Consequently, it was necessary to 
standardize the data. To achieve this, Equation 1, as recommended by Silva et al. (2021b), was 
employed to establish a structured grouping of the records. This approach offers a valuable 
framework for data standardization, ensuring the preparation of a robust BN. 

 

 𝑃𝐺𝑅𝐵 =  𝐸𝐺𝑅𝐵𝑇𝐺𝑅𝐵                                                              (1) 

 𝑃𝐺𝑅𝐵 represents the standardization aspirated in the clustering of the node (variable) of 
the BN. 𝐸𝐺𝑅𝐵 refers to the raw record in the dataframe (non-standard). 𝑇𝐺𝑅𝐵 represents the 
total sum of non-standardized records of a given field of interest. The equation employed in this 
study effectively incorporates the participation of each record within its respective field of 
interest, ensuring that the sum of all records within a specific group yields a value of 1 (Silva 
et al., 2021b). To facilitate this standardization process, the entire database will be standardized 
using the Python 3.8 programming language, with the algorithms executed on the Anaconda 
Spyder 4.1.5 platform. Two algorithms will be utilized to standardize the data for implementing 
the Bayesian Network (BN). The first algorithm will group the Gender variable with the 
International Expansion variable, enabling the classification and standardization of each gender 
group that responded positively to the International Expansion option. The outcomes of this 
process will provide the necessary information for designing the first node (variable) of the BN, 
which will be denoted as International Expansion. Figure 3 provides a detailed depiction of the 
algorithm, illustrating each step of the standardization procedure. 

 
Algorithm Action description 
import pandas as pd 
 
 
 
worksheet_path = "Database.xlsx" 
 
 
 
 
 
dataframe = 
pd.read_excel(worksheet_path) 
 
def get_occurrences(dataframe, 
interest, gender): 
    return 
len(dataframe[(dataframe["Interested 
in"].str.contains(interest)) &            

Software library used in the Python 
language for data analysis and 
manipulation. 
 
Path to access the file with the 
records in .xlsx spreadsheet 
format. Note that this path will 
only work if both files (algorithm 
and logs) are in the same folder. 
 
Load dataframe information using 
the panda’s library 
 
Definition of the function that 
will return the reading of the 
records that meet the specified 
interest according to the genre 
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(dataframe["Gender"].str.contains(gende
r))]) 
 
def calculate_percentage(factors): 
    total_values = 
sum(factors.values()) 
    percentages = {variable: (value/      
total_values) * 100 for variable, value 
in factors.items()} 
    return percentages 
 
gender_interest = ['Male', 'Female'] 
 
 
IEGender = {f'IE{gender}': 
get_occurrences(dataframe, 
"International Expansion", gender) for 
gender in gender_interest} 
 
 
percentages = 
calculate_percentage(IEGender) 
 
 
 
for variable, percentage in 
percentages.items(): 
    print(f"{variable}: 
{percentage:.2f}%") 
 
 
 
print(IEGender) 
 

 
 
 
Definition of the function that 
will calculate and return as a 
result the percentage of factors 
that meet the pre-established 
criteria. Here the calculation of 
Equation 1 will occur. 
 
 
Assignment of the genders of 
interest, male or female. 
 
Attribution of the interest factor, 
in the case of “International 
Expansion”, to the assigned genre 
of interest. Running the 
get_occurrences function. 
 
Calculates the percentage for each 
of the genders. Running 
calculate_percentage function from 
assignment in IEGender. 
 
Prints the results regarding the 
participation of each gender (Male 
or Female). The total must 
correspond to 100%, base 
prerogative for the elaboration of 
the node in the RB. 
 
Prints the specific amount of 
responses from each gender (Male or 
Female) that shows interest in 
International Expansion. 

Figure 3. International Expansion pooled genre standardization algorithm . 
 

The second algorithm will conduct the standardization process by grouping not only 
Gender and International Expansion, but also the other factors of interest identified in the 
Interested field of the dataframe. These factors include: Exits and Acquisitions, Building and 
managing an effective board, Balancing growth vs profit, Growth through acquisitions, Other 
options to venture capital: debt, venture debt & private equity, Pre IPO planning, and None of 
the above. The outcomes of this algorithm will provide the necessary information for designing 
the second node (variable) of the Bayesian Network (BN), which will be referred to as Interest 
Factors. A detailed outline of the algorithm's steps is presented in Figure 4, providing a 
comprehensive understanding of each stage. 

 
 
Algorithm Action description 
import pandas as pd 
 
 
 
worksheet_path = "Database.xlsx" 
 
 

Software library used in the Python 
language for data analysis and 
manipulation. 
 
Path to access the file with the 
records in .xlsx spreadsheet 
format. Note that this path will 
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Dataframe = 
pd.read_excel(worksheet_path) 
 
def get_occurrences(dataframe, 
interest, gender): 
    return len(dataframe[ 
(dataframe["Interested 
in"].str.contains("International 
Expansion")) & (dataframe["Interested 
in"].str.contains(interest)) &            
(dataframe["Gender"].str.contains(gende
r))]) 
 
def calculate_percentage(factors): 
   total_values = sum(factors.values()) 
   percentages = {variable: (value / 
total_values) * 100 for variable, value 
in factors.items()} 
   return percentages 
 
gender_interest = ['Male','Female'] 
 
 
for gender in gender_interest: 
  factors = {f'{gender}EA':        
get_occurrences(dataframe, "Exits and   
               Aquisitions", gender), 
f'{gender}BMEB':get_occurrences(datafra
me, "Building and managing an effective 
board", gender), 
f'{gender}BGP':get_occurrences(datafram
e, "Balancing growth vs profit", 
gender), 
f'{gender}GTA':get_occurrences(datafram
e, "Growth through acquisitions", 
gender), 
f'{gender}OO':get_occurrences(dataframe
, "Other options to venture capital: 
debt, venture debt & private equity", 
gender), 
f'{gender}PIPOP':get_occurrences(datafr
ame, "Pre IPO planning", gender), 
f'{gender}NA':get_occurrences(dataframe
, "None of the above", gender)   } 
 
percentages = 
calculate_percentage(factors) 
 
 
 
for variable, percentage in 
percentages.items(): 
  print(f"{variable}: 
{percentage:.3f}%") 
 
 

only work if both files (algorithm 
and logs) are in the same folder. 
 
Load dataframe information using 
the panda’s library 
 
Definition of the function that 
will return the reading of records 
that meet the specific interest 
“International Expansion!”, 
according to gender and other 
factors of interest. 
 
 
 
 
Definition of the function that 
will calculate and return as a 
result the percentage of factors 
that meet the pre-established 
criteria. Here the calculation of 
Equation 1 will occur. 
 
Assignment of the genders of 
interest, male or female. 
 
Assignment of the interest factor, 
in the case of “International 
Expansion”, both to the assigned 
genre of interest and to each of 
the other interest factors, 
presented one by one. Running the 
get_occurrences function. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Calculates the percentage for each 
of the genders. Executing the 
function calculate_percentage from 
the attribution of factors. 
 
It prints the results regarding the 
participation of each gender (Male 
or Female), for each of the factors 
of interest. The total of each of 
the genres must correspond to 100%, 
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print(factors) 

the base prerogative for the 
elaboration of the node in the RB. 
 
Prints the specific amount of 
responses for each gender (Male or 
Female) that show interest both in 
International Expansion and in each 
of the factors of interest. 

Figure 4. Genre standardization algorithm grouping the International Expansion together with 
each of the factors of interest. 

 
Once the algorithms have been implemented, the next step is to obtain the results 

required for constructing the Bayesian Network (BN) through the standardization process using 
both algorithms. The first algorithm focuses on categorizing respondents based on their gender 
and their interest in International Expansion. The output of this algorithm can be observed in 
Table 2, which showcases the outcome of executing the algorithm. 

 
Table 2 

Genre and International Expansion 

Gender Sample Option for 

International 

Expansion 

Percentage of 

participation 

by option 

Masculine 671 248 84.07% 
Feminine 119 47 15.93% 
Total Respondents 790 295 100% 

 
The second algorithm aimed to standardize the data by grouping the Gender and 

International Expansion variables, along with the connection to each of the other factors of 
interest reported by the respondents. To improve the presentation of information, the extensive 
nomenclature of certain expansion factors will be represented by their initials: Exits and 
Acquisitions (EA), Building and managing an effective board (BMEB), Balancing growth vs 
profit (BGP), Growth through acquisitions (GTA), Other options to venture capital: debt, 
venture debt & private equity (OO), Pre IPO planning (PIPOP), and None of the above (NA). 
The outcome of executing this algorithm is displayed in Table 3. 

 
Table 3 

Gender, International Expansion and Interest Factors 

Gender Interest 

Factor 

Sample Option by factor 

and by 

International 

Expansion 

Percentage 

of 

participatio

n by option 

Masculine AND THE 671 78 13.66% 
BMEB 671 115 20.14% 
BGP 671 133 23.29% 
GTA 671 125 21.89% 
OO 671 80 14.01% 

PIPOP 671 39 6.83% 
AT 671 1 0.18% 

 
Total 

Factors 
671 571 100% 
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Feminine AND THE 119 19 15.58% 
BMEB 119 30 24.59% 
BGP 119 29 23.77% 
GTA 119 18 14.75% 
OO 119 18 14.75% 

PIPOP 119 8 6.56% 
AT 119 0 0% 

 
Total 

Factors 
119 122 100% 

Total Respondents  790 693 100% 

 
Several considerations should be made regarding the results presented in the two tables. 

Firstly, it is important to note the number of records considered. Table 3 shows a higher number 
of observations because the options for the factors of interest are not mutually exclusive. This 
means that a respondent could select multiple factors, such as International Expansion, Exits 
and Acquisitions, Building and managing an effective board, and Balancing growth vs. profit. 
Another respondent might choose International Expansion along with Exits and Acquisitions, 
Other options to venture capital (debt, venture debt & private equity), Growth through 
acquisitions, and Balancing growth vs. profit. 

Furthermore, although the other factors of interest are not mutually exclusive, the 
individual quantity of each factor should not exceed the number of options for International 
Expansion in Table 2. It should be noted that each gender would choose International Expansion 
as an option, but at least one of the factors of interest in Table 3. The results align with these 
expectations. In Table 2, 248 male respondents chose International Expansion, while in Table 
3, the factor of interest with the highest number of selections was Balancing growth vs. profit 
(BGP), with 133 options. This indicates that out of the 248 respondents who selected 
International Expansion, 133 also chose Balancing growth vs. profit as one of their factors of 
interest. 

Similarly, Table 2 for females shows 46 respondents selecting the option of International 
Expansion. In Table 3, the factor of interest with the highest number for the same gender is 
Building and managing an effective board (BMEB), with 30 respondents selecting this factor. 
This means that out of the 46 respondents who chose International Expansion, 30 also expressed 
interest in Building and managing an effective board. 

These results provide valuable insights into the relationships between International 
Expansion and the other factors of interest for both male and female respondents. 

The RB structure can now be established using the gathered information. To construct 
the network, we will utilize Netica software from Norsys Software Corp. This powerful and 
user-friendly software offers comprehensive capabilities for working with Bayesian Networks. 
It provides a seamless and intuitive interface for designing RBs. The connections between 
variables can be implemented using equations, individual probabilities, or data input through 
tabulations (Norsys - Netica Application, 2022). 

The developed RB in this study employs a divergent type of connection, which 
incorporates the concept of conditional interdependence. The parent node, "International 
Expansion," directly influences the child node, "Factors of Interest" (Biedermann et al., 2005; 
Wang et al., 2013). The information obtained from Tables 2 and 3 is visualized in Figures 4 and 
5, respectively. 
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Figure 4. Gender participation percentage tabulation for the implementation of the 
International Expansion node in the Netica software . 
 

 
Figure 5. Tabulation of the percentage of gender participation on each of the interest factors 
for the implementation of the Interest Factors node in the Netica software . 

 
After tabulating the information for the construction of the two nodes that will integrate 

the BN, it is possible to observe the complete BN in Figure 6. 
 

 
Figure 6. Complete BN with International Expansion and Interest Factors nodes using Netica 
software . 
 

Once the network has been constructed, simulations must be conducted to facilitate the 
analysis of the study. In this regard, the Bayesian Network (BN) will employ diagnostic 
reasoning, which is highly recommended for exploring future scenarios and simulating 
potential paths to achieve them (Biedermann et al., 2005; Korb & Nicholson, 2011; Abolbashari 
et al., 2018). By establishing the research development environment, it becomes feasible to 
examine the anticipated implications of the study and make note of any relevant findings 
derived from these results. 

 
RESULTS ANALYSIS 
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Prior to analysing the Bayesian Network (BN), it is essential to consider certain aspects 

regarding the characterization of the respondents. Firstly, it should be noted that out of the total 
sample size of 1,578 respondents, only 790 participants (50.06%) provided their gender 
information in the questionnaire. Nearly half of the respondents chose not to disclose their 
gender. Furthermore, there was a notable disparity in the participation of different genders, with 
671 male participants and 119 female participants, indicating a ratio of approximately 5.6 male 
respondents for every female respondent. This finding aligns with previous studies conducted 
by Oba and Fodio (2013), Zhang and Qu (2016), and Costa Júnior et al. (2023). Additionally, 
Table 3 reveals that among the 693 responses from male participants, only one individual 
claimed not to select any of the available options (NA). Given the minimal participation rate 
(0.18%), this particular option will not be included in the RB analyses. 

The BN consists of two interconnected nodes: the parent node, "International 
Expansion," which encompasses the genre options considered in the study, and the child node, 
"Factors of Interest," which represents the other relevant factors as suggested by its name. These 
nodes are connected by a single link, resulting in a total of 16 conditional probabilities. The 
finalized RB structure is depicted in Figure 6, while Figure 7 illustrates the simulations of 
trigger factors within the network. 
 

 
Figure 7. Simulation with triggers of the BN factors of interest in the Netica software . 

 
By examining the simulation depicted in Figure 7(a), where the Exits Acquisitions 

parameter is triggered at 100% compared to the RB base state in Figure 6, we can observe a 
slightly diminished influence of this factor in relation to international expansion for male gender 
(84.1 → 82.2). Conversely, the female gender exhibits a heightened interest in this factor (15.9 
→ 17.8). Regardless of the gender of the manager, organizational direction should be a matter 
of concern. Research suggests that as organizations age, the likelihood of being acquired 
decreases (Pisoni & Onetti, 2018). 

Turning our attention to the simulation in Figure 7(b), which illustrates a 100% increase 
in Building and managing an effective board (BMEB) compared to Figure 6, we observe a 
diminished impact of this factor on the male gender (84.1 → 81.2). On the other hand, the 
female gender displays a greater interest in this factor (15.9 → 18.8). Notably, this factor 
exerted the strongest influence on females while having the weakest effect on males. The 
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observed emphasis on gender diversity among females aligns with previous studies highlighting 
its significance in developed and emerging countries, where regulations have been implemented 
to ensure a certain proportion of women in top management boards (Nekhili & Gatfaoui, 2012; 
Terjesen et al., 2014; Ullah et al., 2019). 

Taking note of the simulation presented in Figure 7(c), which exhibits a 100% increase 
in Balancing growth vs profit (BGP) compared to Figure 6, a slightly diminished influence on 
the male gender is observed (84.1 → 83.8). Conversely, the female gender demonstrates a 
higher inclination towards this factor (15.9 → 16.2). However, it is important to note that the 
probabilistic changes are moderate for both genders. Studies conducted by Chava and 
Puranandam (2010) and Kuo et al. (2014) have shown that a company's financial performance 
is significantly impacted by the incentives provided to top management. 

Referring to the simulation depicted in Figure 7(d), which showcases a 100% increase 
in Growth through acquisitions (GTA) corresponding to Figure 6, the greatest influence is 
observed among all the factors analysed in relation to the male gender (84.1 → 88.7). On the 
other hand, the female gender exhibits the lowest influence across all factors analysed in the 
study (15.9 → 11.3). A study suggests that organizations tend to acquire fast-growing 
companies in their early stages of maturity (Pisoni & Onetti, 2018). 

Upon examining the simulation illustrated in Figure 7(e), which demonstrates a 100% 
increase in Other options to venture capital: debt, venture debt & private equity (OO) relative 
to Figure 6, it is noteworthy that the male gender exhibits a slightly diminished influence (84.1 
→ 83.4). Conversely, the female gender portrays a slightly stronger inclination towards this 
factor (15.9 → 16.6). A study on venture capital organizations highlighted the challenges faced 
by female managers in securing venture capital financing compared to their male counterparts 
(Aidis & Schillo, 2017). 

Regarding the final simulation (see Figure 7(f)), which exhibits a 100% trigger in Pre 
IPO planning (PIPOP) in comparison to Figure 6, a minimal but greater influence of the factor 
is observed among the male gender (84.1 → 84.6). Conversely, the female gender displays a 
minimal but weaker influence associated with this factor (15.9 → 15.4). Notably, this factor 
demonstrates the smallest disparity between the original RB state and the factor simulation for 
both genders, with a probabilistic difference of 0.5 favouring males and a 0.5 decrease for 
females. Even when companies possess equal financial resources and comparable 
qualifications, organizations led by female CEOs are less likely to attract IPO investors 
(Bigelow et al., 2012). 

Based on these results, it is possible to draw several insights. Firstly, in terms of the 
factor "Exits Acquisitions," males show a slightly diminished interest in relation to international 
expansion, while females exhibit a heightened interest. Secondly, the factor "Building and 
managing an effective board" has a stronger influence on females compared to males, indicating 
the importance of gender diversity in top management boards. Thirdly, the factor "Balancing 
growth vs profit" has a moderate influence on both genders. Fourthly, "Growth through 
acquisitions" has the greatest influence on males, while females display the lowest influence 
across all factors analysed. Lastly, the factor "Other options to venture capital" shows a slightly 
stronger inclination among females compared to males. These findings provide insights into the 
different impacts of specific factors on strategic decision-making and highlight the challenges 
faced by female managers in securing venture capital financing and attracting IPO investors. 

 
CONCLUSION 

 
The present study aimed to analyse the factors influencing the decision-making process 

regarding the international expansion strategy of rapidly growing organizations, taking into 
account the perception of managers based on their gender. By employing the Bayesian Network 
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method, we were able to identify the key factors that influence these decision-making processes 
based on the gender classification (male or female) of the managers. The Bayesian Network 
facilitated the observation of simulations, enabling us to discern the perceptions of each gender 
regarding the factors that may impact the choices related to International Expansion. 
Consequently, we were able to ascertain whether these factors exhibited an increase or decrease 
in influence based on the perceptions of a specific gender. 

In terms of gender influence, the factor that exhibited the least impact on the male gender 
was Building and managing an effective board (BMEB), followed, in decreasing order, by Exits 
and Acquisitions (EA), Other options to venture capital: debt, venture debt & private equity 
(OO), and Balancing growth vs profit (BGP). On the other hand, the factor that had the strongest 
positive influence on males was Growth through acquisitions (GTA). Pre IPO planning (PIPOP) 
had a slightly positive impact on gender. In contrast, the female gender had the lowest influence 
with the Growth through acquisitions (GTA) factor. Additionally, Pre IPO planning (PIPOP) 
had a slight negative influence on the women interviewed. The factor that had the greatest 
positive influence on the female gender was Building and managing an effective board 
(BMEB), followed, in descending order, by Exits and Acquisitions (EA), Other options to 
venture capital: debt, venture debt & private equity (OO), and Balancing growth vs profit 
(BGP), although to a lesser extent. 

Thus, it is possible to infer that there were differences in management style between 
genders. The factors that have the most significant influence on male managers are Growth 
through acquisitions (GTA) and Pre IPO planning (PIPOP), which have a positive impact. On 
the other hand, female managers show less influence from the Growth through acquisitions 
(GTA) factor and a slight negative influence from Pre IPO planning (PIPOP). The factor that 
has the greatest positive influence on female managers is Building and managing an effective 
board (BMEB), followed by Exits and Acquisitions (EA), Other options to venture capital: debt, 
venture debt & private equity (OO), and Balancing growth vs profit (BGP), although to a lesser 
extent.  

These findings suggest that gender may play a role in shaping management preferences 
and decision-making processes in relation to international expansion strategies: Based on the 
data analysed, females tend to exhibit a collaborative and inclusive approach, emphasizing 
teamwork and consensus-building. Conversely, males often adopt a more assertive and 
competitive style, prioritizing individual achievements and decision-making. Additionally, 
females tend to display a greater aversion to risk, preferring cautious and conservative 
strategies, whereas males are more inclined to embrace higher levels of risk and pursue 
aggressive growth strategies. Moreover, females tend to prioritize long-term sustainability and 
social responsibility in their decision-making, while males may prioritize short-term financial 
performance. Lastly, females tend to excel in communication and interpersonal skills, fostering 
effective relationships and promoting employee engagement, whereas males may place greater 
emphasis on their authority and assertiveness. These findings underscore the diverse 
perspectives and approaches that each gender brings to the field of strategic management, 
pointing to a more aggressive and short-term oriented style predominantly among males, 
whereas females seem to have a more conciliatory, long-term strategy style.  

The present study offers valuable insights into the factors that potentially influence the 
decision-making process of managers in fast-growing organizations regarding international 
expansion strategies based on gender. It distinguishes itself from previous studies in several 
significant ways. Firstly, Adams et al. (2007) focused exclusively on CEO compensation in 
large American companies, without considering the unique context of fast-growing 
organizations. Secondly, Davis et al. (2010) specifically examined the impact of CEO gender 
on market orientation within the service sector. Thirdly, Oba & Fodio (2013) concentrated on 
the gender composition of boards as a predictor of financial performance. Fourthly, Aidis & 
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Schillo (2017) conducted research solely on venture capital fund portfolio organizations. 
Fifthly, Kaur & Singh (2019) explored CEO characteristics as explanatory factors for 
organizational performance but did not specifically investigate international expansion. Sixthly, 
Huang et al. (2020) focused on gender differences in communication and their implications for 
investors. Lastly, Costa Júnior et al. (2023) primarily investigated investor decision-making in 
fast-growing organizations located exclusively in London, thereby limiting the scope of 
analysis scenarios. 

Despite its contributions, the study has several limitations that should be acknowledged. 
Firstly, the sample used in the study was limited to fast-growing organizations that participated 
in events held in Amsterdam, Berlin, London, New York, and Paris. This may restrict the 
generalizability of the findings, as organizational behaviour and managerial practices can vary 
across different regions, particularly in Eastern and emerging countries. Additionally, the study 
faced limitations regarding the dataset itself, with only slightly over 50% of respondents 
disclosing their gender. The study has also disregarded gender perception, focusing solely on 
biological gender. These limitations could potentially impact the obtained results and the 
representation of each gender group in the analysis. Future research utilizing alternative datasets 
from diverse locations, along with quantitative and/or qualitative studies involving respondents 
who did not disclose their gender, could provide further insights to corroborate or challenge the 
findings presented in this study. Furthermore, it would be beneficial to explore alternative 
modelling approaches, distinct from Bayesian Networks, using the same dataset to validate and 
complement the research contributions. 
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